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Measurement of critical exponents of diamond films by atomic force microscopy imaging
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~Received 10 March 1998; revised manuscript received 17 July 1998!

We have synthesized diamond films by plasma assisted chemical vapor deposition on silicon substrates. The
roughness and dynamic critical exponents of these films have been measured using an atomic force micro-
scope.@S1063-651X~98!14510-5#

PACS number~s!: 05.70.Ln, 52.75.Rx, 64.60.Ht, 68.35.Ct
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The growth of films by deposition is clearly of great tec
nological interest. Fluctuations in the heighth(x,t), the sur-
face locationx, and timet can be measured directly using
scanning probe microscope or indirectly by scattering. A
lytical and numerical treatments of simple growth mod
suggest that, quite generally, the height fluctuations hav
self-similar character and their average correlations exhib
dynamic scaling form, named the Family-Vicsek scaling
lation @1#. The roughness and dynamic exponentsa and z,
defined by this relation, are expected to be universal, dep
ing only on the underlying mechanism that generates s
similar scaling@2#. The determination of the critical expo
nents a and z is one of the fundamental problems
statistical mechanics. Considerable effort, both theoret
and experimental, have been made to investigate the su
growth process. Many references on the subject are foun
the excellent review of Baraba´si and Stanley@3#. Theoretical
discrete models provided a substantial fraction of the driv
force behind early investigations of the interface morph
ogy. Discrete models, numerical simulations, and stocha
differential equations have been used to explain the gro
mechanisms ond-dimensional substrates. Such equatio
typically describe the interface at large scales and tim
which means that we neglect the short-range scale de
and focus only on asymptotic coarse-grained~hydrody-
namic! variables. We can, in some sense, say that ford51
the growth phenomenon is reasonably well understo
Moreover, ford.1, there are many challenging problem
that seem insurmountable. Numerical simulations are ge
ally impracticable or extremely difficult and numerical int
grations are questionable, leading to somewhat inconclu
results@2,3#. On the other hand, more detailed and accur
measurements of critical parameters of thin films are s
lacking and experimental confirmation of dynamic scaling
scarce@2,4#. In this work we synthesized diamond films b
microwave plasma assisted chemical vapor deposition
we measured the roughness and dynamic exponents of
films using an atomic force microscope~AFM!.

A description of our equipment can be seen elsewh
@5,6#. The substrate for the films was silicon that had be
scratched by 1-mm diamond powder and cleaned in an a
etone ultrasonic bath. The following growth parameters w
fixed: a 300-SCCM hydrogen flow rate~where sccm denote
cubic centimeter per minute at STP!, 1.5-SCCM methane
flow rate ~0.5-vol % methane in hydrogen!, 70-torr chamber
pressure, 820 °C substrate temperature, and a nom
850-W microwave power. The polished silicon substrate w
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divided into small pieces and eight films were synthesiz
with different growth times: 17, 20, 24, 26, 34, 48, 63, a
74 h.

The most economical way to characterize self-affi
roughness is by appealing to a dynamic scaling form@1,2#. In
many situations, we do not have information on the dyna
ics of the growth, nor do we have the possibility of produ
ing interfaces with different sizes. Suppose that the only d
we have are collected at the final stage of the experim
consisting of the values of the heighth(x,t) of the interface,
at different pointsx and timest. In this situation, we study
the scaling of the ‘‘local width’’ or ‘‘local roughness’’
wL( l ,t) defined by@1#

wL
2~ l ,t !5^@h~x,t !2hl~x,t !#2&x , ~1!

where L is the system size andl means that we select
portion~‘‘window’’ ! of lengthl on the interface and measur
the width and the average heighthl(x,t) in this window. The
angular bracketŝ &x denote spatial~over x! and ensemble
averages. One can show thatwL( l ,t) obeys the scaling form
@1–3#

wL~ l ,t !; l a f ~ t/ l z!, ~2!

where f (u) is the scaling function of the argumentu5t/ l z

andz5a/b. The parametersa, b, andz are expected to be
universal parameters, named critical exponents. For v
small times u!1 we havewL( l ,t);tb when the width
grows astb and the different sites of the surface are prac
cally independent. As time increases, different sites of
interface begin to be correlated. The typical distance o
which the heights ‘‘know about’’ each other, the charact
istic distance over which they are correlated, is called
correlation length, denoted byj(t), which increases asj(t)
;t1/z. When correlations are significant we havewL( l ,t)
; l a for l !j; for l *j the width saturates, that is,wL( l ,t)
>const;ja. In these conditions@3# the fractal dimensiondf
of the film interface is given bydf532a. In the very long
time limit, that is,u→`, we expect that the width reaches i
maximum ~saturation! value wsat(L);La. In what follows,
omitting for simplicity the indexL, the width will be indi-
cated byw( l ,t); l will be measured in micrometers andw in
nanometers.
6814 © 1998 The American Physical Society
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The roughness and fractal dimensions of the seven
mond films have been measured using an AFM, the Na
Scope IIIA from Digital. We have analyzed about ten diffe
ent regions of each sample, each one with 1603160 mm2.
With the zoom facility of the AFM, we have divided thes
(1603160)-mm2 regions in smaller ones~windows! with l
3 l mm2, l going from 3 up to 160mm, and measured thei
local roughnessw( l ,t). We must note that it was not possib
to analyze the 74 h sample: Due to the formation of la
microcrystalline diamond grains, about 8.5mm in diameter,
we foundw;600 nm, exceeding thez limit of the AFM. The
average grain sizes are about 2.8 and 7.0mm for 17 and 63 h,
respectively.

Shown in Fig. 1 for each film are typical values
log10w( l ,t)log10( l ) as a function of the growth timet. We
verified that fort,34 h, the correlations between differe
sites of the interface are small and thea power law growth is
not well defined.

To determine the exponenta we take into account only
the roughness of the 63-h sample. We have analyzed 12
ferent regions of this sample. Shown in Fig. 2

FIG. 1. Typical values of the roughnessw( l ,t) as a function of
the lengthl and of the growth timet; w(l,t) is measured in nanom
eters,l in micrometers, andt in hours.

FIG. 2. Roughnessw~l,63 h! as a function of the lengthl. The 12
different symbols seen for each curve correspond to the 12 diffe
regions analyzed.
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log10@w( l ,t563 h)# log10( l ) for these 12 regions. We se
that log10(w)log10( l ) shows clearly thea power law growth,
which appears as straight lines from 3mm up to l 5j>15
mm, wherej is the correlation length. Forl>j, the width
saturates, that is,w( l ,t)>const according to Eq.~2!, and is
given byw.400 nm. With a straight-line best fit@7# we have
found the followinga values for 12 regions: 0.3660.06, 0.49
60.04, 0.5160.04, 0.5160.08, 0.5160.03, 0.5360.03, 0.53
60.06, 0.5860.07, 0.6460.08, 0.6660.11, 0.6660.08, and
0.7060.10. To analyze the goodness of the straight-line b
fit we have followed the standard statistical procedure@7#
calculating thexn

2. The xn
2 values go from 0.97 up to 0.99

showing that our fit is appropriate to describe the data. Fr
the abovea values we geta50.5660.09.

The fractal dimensiondf of the 63-h sample was dete
mined using the fractal algorithm of the AFM softwar
where the surface is analyzed by triangulation. We have c
sidered only the (1603160)-mm2 images. The following
values were found fordf : 2.43, 2.45, 2.46, 2.46, 2.47, 2.47
2.48, 2.49, 2.49, 2.49, 2.50, and 2.50. Sodf would be given
by df52.4860.02 and, consequently, asa532df , a is
given by a50.5260.02. This result is in good agreeme
with that obtained using the width measurement.

Shown in Fig. 3 is log10w(t)log10(t) for t517, 20, 24, 26,
34, 48, and 63 h. Since for small growth times@1# we must
havew;tb, to determine the critical exponentb we take into
account the roughness of the samples only for small gro
times, that is, 17, 20, and 24 h:w ~17 h!5205.7266.90 nm,
w ~20 h!5219.6367.24 nm, andw ~24 h!5232.0164.87 nm.
These values have been estimated by the averagew(t)
5@w(100 mm,t)1w(130 mm,t)1w(160 mm,t)#/3. With
a straight-line best fit@7#, the growth exponent is given b
b50.3460.02.Also in this case, estimating the varianc
andxn

2 we verified thatxn
250.99, showing that our straight

line fit is appropriate to describe the data.
Taking into account the above values obtained fora and

b, we get z5a/b51.6560.28. Consequentlya1z52.21
60.30, which satisfies the conditiona1z52, within the
experimental errors. This could be an indication that
growth of diamond films is governed by the Kardar-Pari
Zhang~KPZ! equation@2,3,8,9#. However, according to the
KPZ predictions, ford52 ballistic deposition@2#, a.0.38

nt

FIG. 3. Roughnessw(t) as a function of the growth timet.
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and b.0.24. We have obtaineda.1
2 and b.1

3, which are
critical exponents predicted by the KPZ equation ford51.
This could be a support for the superuniversality conject
@10#. On the other hand, the above discrepancies could
produced by the formation of diamond microcrystallites a
in this case, a somewhat different equation would govern
T.

-

e
e
,
e

growth of diamond films, as proposed by Hwa, Kardar, a
Paczuski@11#. We intend to analyze these aspects in t
future.
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